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1.  How does the SPC balance allocations among the four main physics areas?  Can 
you be more quantitative about the allocations process?



What criteria are used to decide full funding for proposals?

Type A: address critical needs of USQCD
•Questions:

•What has been the scientific impact? 
• Is the project sufficiently prepared to start the calculations? 

•Large proposals are scrutinized significantly to ascertain whether they 
do address/achieve the goals of USQCD and broader DOE program
•Large requests typically from long term, mature projects
•New projects receive very significant scrutiny and probably will not 

receive a large allocation
•Support innovation: smaller innovative proposals somewhat protected  

Type B: development proposals
•Much smaller : if a reasonable case is made, then full funding is very likely



How is the allocation split between fields decided?

• Overlap with existing projects

• It is an important criterion and  while we see the need for multilevel calculations of 
the same quantity as a very solid verification process, we have to balance that 
against unique calculations of other quantities 

• Try to maintain HEP vs NP balance over entire USQCD computing resources

• Proposal driven

• Consensus of representative committee: discrepancies of opinion are extensively 
discussed

• Balance explicitly considered in discussions

• Constrained problem complicated by different efficiencies on different architectures 
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Quantities calculated by lattice QCD used in hydrodynamic models of heavy 
ion collisions:

2.  How has HotQCD affected the RHIC program?  How does it affect the 
calculations of hydrodynamic modelers?  How does it affect the parameters of 
modelers.

The LQCD-calculated QCD transition temperature determines when 
hydrodynamic QGP evolution stops and particles hadronize in each cell of a 
heavy ion collision model. 

The QCD equation of state, obtained from a parametrization of LQCD data, 
determines the expansion & cooling in the QGP hydrodynamic evolution. 

The freeze-out parameters, mapping the collision energy to the temperature and 
chemical potential, are determined by comparing the LQCD conserved charge 
fluctuations with those measured in the heavy-ion experiments. 

  
To model the diffusion of conserved charges in the QGP one needs the 

corresponding diffusion constants that are calculated using LQCD. 

The LQCD-calculated electrical conductivity of the QGP determines the lifetime 
of the magnetic field generated early in heavy-ion collisions. 



LQCD-ext/LQCD-ARRA  Projects 2013  Annual Review,  JLab, May 9-10, 2013 /38Paul Mackenzie. 7

3.  How would the productivity of the US lattice gauge theory program be affected 
in the LQCD IT Project were curtailed or eliminated?
10.  How will the needs of USQCD be affected if the LCFs allow high capacity jobs 
to be bundled together into quasi-capability jobs?
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Capacity and capability computing

• The LCFs are only set up to handle a small  
number (~30) of very large projects. 

• Only simple queues are set up, user support assumes sophisticated 
users. 

• NERSC can handle smaller projects, but competition is 
much worse so lattice QCD gets much less time there. 

• Most of the smaller projects in our portfolio would be 
close to impossible to do at LCFs. 

• These include many of our most important projects: 

• Innovative calculations on new quantities.  E.g, g-2 calculations 5-10 
years ago. 

• Projects developing new algorithms and methods that will ultimately 
make the flagship project more efficient.
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Capacity and capability computing

• Some of our projects consist of a large number of 
medium-sized jobs.  By bundling medium-sized 
jobs together it may be possible to create jobs 
suitable for the LCFs. 

• This is now allowed at the LCFs — policy is evolving here. 

• Inefficient in several ways: 

• Diverts human time away from physics into software and painful work-flow 
wrangling. 

• A hit from unnecessary large scale communications degrades 
performance. 

• . 

• We’re working to understand the proper role for this in 
our program. 

• The LCFs are great for parts of our program but not for all.
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• Don’t know the exact rules for LCFs yet. 
• The capacity jobs that we know about at the LCFs consist of bundled job 

streams of large numbers of identical, independent jobs. 

• The majority of our projects are relatively small projects 
that are not suitable for the LCFs. 
• These include projects such as prototype g-2 projects that are now among 

our flagships but began as small speculative projects on LQCD hardware  
~10 years ago. 

• In  principle, NERSC could support these projects at the 
scale needed if its capacity were increased by a factor 
of 10. 
• A NERSC-based program wouldn’t duplicate the effectiveness of the 

USQCD program.  The SPC, composed of lattice theorists, is much better 
able to: 
•  recognize a good proposal from a starting postdoc or even graduate 

student than a multi-field allocation committee.   

• evaluate competing ideas and methods aimed at similar physics. 

• evaluate the promise of new ideas (e.g., early g-2 work). 

• evolve the science portfolio in response to HEP and NP needs. 

• A world without the IT project would not only have to find the computing 
capability and capacity needs for lattice QCD but also reconstruct USQCD's 
procedures for maximizing science output.

10
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• The US lattice community functions coherently with a 
well argued national program.  The hardware project is a 
spur to this community coherence, and produces a 
stronger national program as a result. 

• The hardware project serves other important, less 
visible functions for the US community:  e.g., it serves 
as archival storage of last resort when other centers 
eliminate permanent storage for one of our projects as 
has happened at NCSA, NERSC, and ALCC.

11
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4a.  How much computing for lattice gauge theory is available in Japan 
and Europe compared with the US?

Country Sustained teraflop/s
Germany 390
Japan 260
United Kingdom 260
Unites States

LQCD Project 195
DOE Leadership Class Centers 170

US Total 365

TABLE X: Major computing resources in sustained teraflop/s estimated to be available for the
study of lattice QCD in various countries, as of March, 2013.

on the ILDG Metadata and Middleware Working groups, who co-ordinate standards with
the USQCD Software Committee. The ILDG has developed standards for file format and
content, and the middleware needed to archive and retrieve files. The USQCD Software
Committee is working with NERSC to enhance the usability of the “Gauge Connection”
web portal to, for example, enable file transfers via the GlobusOnline service and to inter
operate with the ILDG.

The resources we request are based on the requirements of the research program set out
in Section II. However, it may help to put them in perspective by comparing our current
resources with those available for the study of lattice QCD in other countries. We do this
in Table X, where we show estimates of the computing resources available for the study of
lattice QCD in the countries that are major participants in the field, as of March, 2013.
The estimates for other countries were obtained by making inquiries of senior physicists in
each of them, and translating their responses into our standard measure, the average of
the sustained performance of the routines for computing DWF and Asqtad quark propaga-
tors. Two computers located in the United States, but also not allocated by the USQCD
Collaboration, are not shown in the table. One is three racks of Blue Gene/Q at BNL
used by the Riken BNL Research Center and BNL. The second is the NNSA BlueGene/Q
located at Lawrence Livermore National Laboratory, which is being used by the HotQCD
and NPQCD collaborations, It is clear that without the LQCD Project the United States
would have been very hard pressed to maintain a world class research program in lattice
QCD. Physicists in other countries also recognize the scientific opportunities in lattice QCD
that will be available over the next several years, and are moving aggressively to obtain the
computing resources necessary to capitalize on them. They are seeking resources similar to
those we propose. Thus, for US physicists to e↵ectively collaborate in this rapidly develop-
ing international environment, it is important that we have access to resources of the scale
proposed here.

C. SciDAC Software

Under our SciDAC-1, -2, and -3 grants we have developed software that enables us to
write highly e�cient and portable codes for the study of lattice QCD. Under SciDAC 1 a

41

The capability resources abroad are shown in the Table. 
There are some significant capacity resources, but they are 
smaller and we do not have them tabulated.

2013 2016

+ now a comparable ~170 from 
ALCC

+ now ~ 350.
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4b.  Could you compare the physics productivity of the three regions.



• “Medals” for most precise in FLAG 2013; USQCD best for all but BK. 

• Recent updates are on track to meet forecasts; all are USQCD.

Quantity CKM Present 2007 forecast Present 2018

element expt. error lattice error lattice error lattice error

fK/ f
p

|Vus| 0.2% 0.5% 0.5% 0.15%

f Kp

+ (0) |Vus| 0.2% – 0.5% 0.2%

fD |Vcd | 4.3% 5% 2% < 1%

fDs |Vcs| 2.1% 5% 2% < 1%

D ! p`n |Vcd | 2.6% – 4.4% 2%

D ! K`n |Vcs| 1.1% – 2.5% 1%

B ! D⇤`n |Vcb| 1.3% – 1.8% < 1%

B ! p`n |Vub| 4.1% – 8.7% 2%

fB |Vub| 9% – 2.5% < 1%

x |Vts/Vtd | 0.4% 2–4% 4% < 1%

DMs |VtsVtb|2 0.24% 7–12% 11% 5%

BK Im(V 2

td) 0.5% 3.5–6% 1.3% < 1%

FLAG
2016

lattice error
0.23%
0.33%
0.5%
0.6%
4.4%
1.4%
1.7%
4%

2.1%
1.6%
7.5%
1.3%

2013

• USQCD is leading the world in quark-flavor physics.
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Many international collaborations: LatHC (U.S./Europe), 
Tel Aviv/Colorado, Canada/Denmark…

Top 200 cited hep-lat 
papers since 2012, 
lattice BSM papers:

- 4 from USA  
(2 joint w/Europe) 

- 6 from Europe  
(2 joint w/USA) 

- 4 from Japan

Comparable size of lattice BSM efforts in USA, 
Japan, Europe overall

Larger collaborations predominant in U.S. (Lattice Strong 
Dynamics, Lattice Higgs Collaboration) and Japan 

(LatKMI Collaboration); many smaller efforts in Europe
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ColdQCD vs Competition 
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4

14 hot-dense LQCD, 5 USQCD hot-dense LQCD

selected highlights

publications in refereed journals during 2015-16: 14

among 20 most cited hep-lat papers during 2015:

“lattice meets experiments” meetings during 2016: 2

● Indiana University, May 9-11, 2016: “Topical Workshop on Beam Energy Scan”

● BNL, June 7, 2016: “RHIC Annual Users’ meeting: Beam Energy Scan Physics”

Thermodynamics
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4c.  Are there IT projects in Japan or Europe comparable to the US project?

The UK purchases Blue Gene Q’s and other machines for the lattice community.  Japan 
has created the K computer for computational science although not much seems to go 
to lattice QCD at this time.

4d.  Are there analogues of USQCD in other countries?

UKQCD proposes hardware nationally somewhat similarly to USQCD.  The K computer 
is a national effort, but more analogous to the Leadership Class Centers rather than 
USQCD.
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• This year, we instituted a new type of position on the Executive 
Committee. 

• filled by election, 

• a period of two years. 

• Goals: 

• provide a window into the Executive Committee for younger people, 

• provide the Executive Committee improved input from the community, 

• provide management experience for younger members of USQCD. 

• Election was managed by the SPC prior to the All Hands Meeting. 

• ➱ Will Detmold was elected to the Executive Committee.

19

8.  Can you give more details about the election process.
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• The Executive Committee decided an electorate of the 
members of active proposals who were post-doc level or 
above. 

• Most other details of process were left to the SPC. 

• Four people at the Assistant and Associate Professor level were 
nominated:  Andrei Alexandru, Will Detmold, Ethan Neil, and Ruth Van de 
Water.

20
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!  Election Period: 
◦  From 5PM EDT/4PM CDT Friday April 22 to 6PM EDT/5PM CDT Thursday 

April 28, 2016. 
!  The election used “Instant Runoff” rules as defined in 

Wikipedia. 
!  Tool: Survey Monkey – configured to support the election 
◦  You will be asked to rank all candidates from most preferred (1) to least 

preferred (4). 
◦  Candidates are listed in random order, varying from ballot to ballot. 
◦  All voting is confidential. No one will access voter names, emails or any 

other identifying information. Anonymized ballots will be used in the 
Instant Runoff procedure. 

◦  Your link to the election tool in the invitation email is unique and tied to 
your ballot. Please do not share it with anyone else, eligible or not. 

◦  Once you cast your ballot, you will not be able to change it. 
!  Election Results: 
◦  Announced on Friday April 29, 2016 (at All Hands Meeting) 

Election process was implemented by Rob Kennedy.


